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Abstract

This thesis documents the evolution of market power in Norway from 1980 to
2017. Firm-level markups are estimated through a production approach, relying
on income statements and balance sheets of all publicly listed Norwegian firms.
Several interesting results emerge from this exercise. First, the aggregate markup has
increased by about 24 percent since 1980. Second, the cross-sectional distribution of
firm-level markups has become more dispersed, and the aggregate trend is mainly
driven by firms in the upper tail of the distribution. Third, markups at the firm
level are negatively correlated with firm size. Fourth, at the industry level, markups
have grown substantially in industries such as financials, telecommunications
and petroleum, while they have declined in consumer goods. Fifth, a detailed
decomposition of firm-level markups reveals that the secular rise in Norway is due
to growing markups within firms, rather than reallocation of market shares across
firms. Finally, I also do a first attempt at shedding some light on the possible drivers
of rising markups. In particular, I investigate whether declining global interest rates
can explain some of the results described above. Using panel data techniques, I find
that the secular decline in global interest rates might have benefited high productivity
firms more than others, possibly allowing them to acquire market power at the
expense of less productive competitors. These results have potentially important
implications for monetary and fiscal policy.

⇤Disclaimer: The findings, interpretations, and conclusions in this thesis are entirely those of the author and
do not necessarily reflect those of her employer or affiliations. Correspondence: Johanne L. Butenschøn,
johanne.butenschon@gmail.com. While writing this thesis, I have benefited from comments by Jan
Eeckhout, Kalle Moene, as well as seminar participants in Norges Bank. I am also grateful for excellent
discussions and guidance by my supervisors Drago Bergholt (Norges Bank) and Roberto Garcia (NMBU).
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1 INTRODUCTION

“How markups move, in response to what, and why, is almost terra incognita for
macro. (...) [W]e are a long way from having either a clear picture or convincing
theories, and this is clearly an area where research is urgently needed.”

Blanchard (2009, p. 220)

The presence of market power distorts the mechanisms of an efficient economy. Weak
competitive pressure increases market concentration and allows market leaders to charge
higher prices. In recent decades, several secular trends have been observed across
advanced economies, such as falling labor shares, rising inequality, less entry of
new firms, and productivity slowdown. One of the leading explanations put forth
for several of these trends is the rise in firms’ market power. This has motivated
researchers and policy-makers to redirect attention from sector-specific case-studies of
local markets, to aggregate trends in market power, across sectors, across countries, and
over time. A secular rise in corporate market power has been detected in the US and
several other advanced economies. Since 1980, the average markup, i.e., the price-to-
marginal cost ratio, has increased substantially for US publicly traded firms (De Loecker
and Eeckhout, 2017). Similar trends have been identified across a broad range of
European countries (Diez, Leigh, and Tambunlertchai, 2018; Weche and Wambach,
2018; Calligaris, Criscuolo, and Marcolin, 2018; De Loecker and Eeckhout, 2018). The
evolution of markups has been found to be broad-based across regions and sectors,
indicating a fundamental structural change in the macroeconomy.

The secular rise in global markups is important for two reasons. On the one hand,
it has implications for market efficiency. Positive markups may imply that goods are
priced too high relative to their fundamental values. The quantity of output produced will
thus be at a sub-optimally low level, pricing marginal consumers out of the market. This
may affect the aggregate economy through several mechanisms. A reduction in output
will shift firms’ demand for intermediate inputs and labor inward, dampen investment
incentives, and perhaps even weaken technological growth due to e.g. lost learning
by doing (Aghion, Bloom, Blundell, Griffith, and Howitt, 2005). Moreover, a decline
in labor demand may hurt labor force participation and reduce aggregate income. The
combination of higher prices and lower investment rates will ultimately pose a dilemma
for central banks, through their dual policy rate objectives of inflation targeting and the
stimulation of investment and economic growth. The rise in markups may also lead to
inefficiency through the misallocation of resources across firms. Market power allows
less efficient firms to survive and produce using unproductive processes. Incumbents
may erect barriers to entry for new and more productive firms (Bloom and Van Reenen,
2010). The allocation of resources between efficient and inefficient firms will therefore
not be optimal, in contrast to highly competitive markets which ensure that resources are
allocated to the firms which at any time can produce to maximize the social welfare of
the economy as a whole. Second, the evolution of markups is also important due to its
impact on inequality. Across advanced economies, the distribution of income and wealth
has become increasingly skewed (Alvaredo, Atkinson, Piketty, and Saez, 2013; Baker
and Salop, 2015; Wolff, 2014). In the US, the top 1 percent of income-earners have
seen their income rise by 90 percent from 1983 to 2013, while the average income of

3



the bottom 60 percent declined by 4 percent (Wolff, 2014). Across OECD countries, the
richest 10 percent now have an average income nine times that of the poorest 10 percent
(OECD, 2011). Market power has been found to exacerbate these trends by redistributing
income and wealth from wage earners to the owners of firms, through two mechanisms.
First, higher prices reduce consumers’ real wages and hamper their propensity to save.
Second, the excess margins from higher markups are paid out as profits to company
owners, inflating their income and wealth at the expense of workers who derive their
income mainly from labor services. This effect is also stressed by Piketty (2014), who
argues that as long as the return to capital exceeds the growth rate of wages, inequality
will rise. These regressive effects of market power on inequality have been quantified by
Ennis, Gonzaga, and Pike (2017). On average, excessive markups magnifies the wealth
accruing to the top 10 percent by between 12-21 percent. For the poorest 20 percent, the
rise in market power contributes to a 14-19 percent reduction in income.

To date, very little is known about the evolution of markups in Norway. Most
international evidence on markups come from the US (de Loecker et al, 2017) and from
broad cross-country comparisons in Europe (Calligaris et al., 2018; Weche and Wambach,
2018; Diez et al., 2018). This motivates a country-specific analysis, which permits a more
detailed study of granular patterns and distinctive trends within sectors often masked
by aggregate developments. Moreover, several characteristics distinct for Norway may
suggest that the international tendencies of increased market power found in large and
more closed economies may not translate automatically to the Norwegian context. As a
small and open economy, domestic trends are highly driven by global factors and shocks,
due to the interconnectedness through the exchange of goods and services with trading
partners. In addition, being heavily dependent on natural resources, aggregate Norwegian
markups may be driven by firms operating in or supplying the petroleum sector. Evidence
on aggregate and cross-sectional markup trends in Norway will be of importance to both
fiscal and monetary policy, as increased market power may act as a negative supply
shock to the economy. Moreover, a systematic documentation of markups across firms
and sectors may also be informing for competition authorities and help them formulate
effective remedies in order to strengthen competition.

The objective of this thesis is to explore market power in Norway: how have
Norwegian markups developed over time and across firms and industries? Is it a broad
trend apparent across all firms and industries or is it rather driven by a few distinctive
market leaders? Moreover, what is driving the evolution of markups in Norway? To
this end I focus on global interest rates. Is their effect on markups stronger for highly
productive firms, as proposed by Liu, Mian, and Sufi (2019)? This latter question
is especially important given the observed global trends in declining interest rates,
increasing market power and diverging productivity gaps across firms.

I address these questions as follows: first, a panel of firm-level markups for all
publicly traded Norwegian companies is estimated from 1980 to 2017, using annual data.
These firms had a market value of 72 percent of Norway’s GDP in 2017 (The World
Bank, 2017). The estimation technique follows the approach proposed by De Loecker
and Eeckhout (2017), in which data on input and output from firms’ balance sheets and
income statements is used to construct markups through the specification of a production
function. This approach contrasts with traditional measurement methods prevalent in
the industrial organization (IO) literature, where market power conventionally has been
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proxied either by concentration indices or by markups estimated through a demand-side
model, requiring a wide range of assumptions on consumer behavior and the nature of
competition. By relying on production data instead, firm-level markups can be estimated
as the margin between the variable input’s revenue share, scaled by that input’s output
elasticity.

Second, markups are then explored both at the aggregate level and for the cross-section
of firms. I find that the aggregate markup in Norway has increased by about 24 percent
from 1980 to 2017. This result is robust to a variety of different specifications, including
different production functions, data on profitability among firms, as well as the inclusion
of firms which are not publicly listed. The rise of aggregate markups in Norway broadly
mirrors international evidence both in growth rates and in levels, but masks substantial
heterogeneity across firms. The distribution of markups has become wider and more
rightly-skewed over time. Moreover, the aggregate growth is mainly driven by the top
percentiles of firms, while the median has stayed mostly stable.

Third, the evolution of markups is analyzed across industries. To do so, the
firms are categorized into 10 industries, following the FTSE/Dow Jones Industrial
Classification Benchmark (ICB) available in the dataset. These industries include oil
and gas, basic materials, industrials, consumer goods, health care, consumer services,
telecommunications, utilities, financials and technology. Although I find markups to
increase across the majority of industries, the largest growth was found in financials,
telecommunications and oil and gas. The aggregate markup increase over time is then
decomposed into three effects: a pure markup growth within firms, a reallocation of
market shares between firms and a net entry of firms into the market. For the Norwegian
sample, I find that it is the pure change in markups within firms that drive the aggregate
increase over time.

The last part of this thesis investigates whether the secular decline in global interest
rates can account for rising market power in Norway, consistent with the arguments
put forward by Liu et al. (2019). Specifically, I explore the role of global interest
rates as a transmission channel through which firms invest in productivity-enhancing
technology and raise markups. I propose a hypothesis on how the decline in global interest
rates is more strongly associated with an increase in markups among highly productive
firms relative to low-productivity firms, due to unequal investment responses in a low
interest rate environment. I test this relationship formally in an econometric model and
find a significant negative relationship between natural rates of interest and markups in
highly productive firms. The empirical results lend support to the argument that falling
global interest rates is a unified explanation for the reduced market dynamism and the
consolidation of corporate market power documented across countries in recent decades.

The rest of the paper is organized as follows. A literature review is presented in
Section 2. Section 3 covers the methodological framework used in the estimation of
markups, as well a description of the data. Section 4 presents the main results, with
several robustness analyses offered in section 5. In section 6, the potential role of global
interest rates in explaining markups is analyzed. Finally, section 7 discusses possible
implications of the analysis and concludes.
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2 LITERATURE REVIEW

2.1 THEORY OF MARKET POWER

This thesis relates to several branches of literature. The overarching theoretical framework
is the market theory central in industrial organization (IO): producers and consumers
interact in a market characterized by perfect competition, where all agents are assumed
to be price-takers. Production is expanded until the marginal cost of goods sold equals
the market price (Tirole, 1988). In presence of market power, however, firms with
monopolistic or oligopolistic power reduce output and raise prices, either through legal
channels such as product differentiation and patent use, or through illegal means of cartels
and predatory pricing (Calligaris et al., 2018). Market power can thus lead to an inefficient
allocation of resources and production between firms, the creation of deadweight losses
(Harberger, 1964) and to the redistribution of income from consumers and wage earners
to business owners (De Loecker and Eeckhout, 2017).

Market power has conventionally been measured by the proxy of market
concentration, either as the ratio of total sales accrued to the largest companies within
an economy or industry, or by the Herfindahl-Hirschman Index (HHI Index) which is
defined as the sum of firms’ squared market shares (Hirschman, 1964). Using such
indicators, several papers have found a growing concentration in product markets across
many advanced economies in recent decades. Grullon, Larkin, and Michaely (2018) were
among the first to document the rise in concentration across most industries in the US
since 1980, coupled with a reduction in the number of publicly traded firms by half since
2000. Similar concentration trends have been found by former US President Obama’s
Council of Economic Advisers (2016), Autor, Dorn, Katz, Patterson, and Van Reenen
(2017) and Philippon (2018). The rising market concentration in the US is consistent
with evidence from Europe, documented across OECD countries since 2000 by Calligaris
et al. (2018), Autor et al. (2017) and Haldane, Aquilante, and Chowla (2018).

However, the use of market concentration as a valid and robust measure of market
power has recently been contested (Haldane et al., 2018; Shapiro, 2018; Diez et al., 2018;
Syverson, 2019). First, the HHI is constructed merely from firms’ revenues, and does
not consider the margin between price and marginal cost. It thus fails to represent the
power of firms in setting prices. Second, a clear definition of what constitutes a relevant
market is needed, as well as a requirement of including the whole universe of firms of
that market. Missing firms will therefore positively bias each firms’ sales share. A third
objection to its attractiveness as a market power measure is that it is an outcome of market
competition, rather than a determinant of the competition structure in itself. It is not the
concentration level that drives the degree of competitiveness, but the other way around.

The relationship between concentration and market power is therefore ambiguous.
Highly concentrated industries may signal weak competition if the dominant firms
use their market power to determine prices and erect barriers to entry. Norwegian
examples include meat and dairy suppliers and fitness franchises. However, there
could also be a negative correlation between concentration and market power. Highly
competitive markets characterized by economies of scale and network effects may
result in a concentrated market structure where ”the winner takes most”, such as
in telecommunictions and software apps. Moreover, concentration is not positively
associated with market power if a highly concentrated national industry exports
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Figure 1: Herfindahl-Hirschman Index in Norway (1980-2017)
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homogenous products to an international market where prices are determined globally.
Firms with low market shares may also enjoy market power in the presence of brand
loyalty, such as for high-end clothing and food products. Finally, although a firm captures
a large market share at the national level, it may not dominate at local levels, for example
in the restaurant and retail sectors.

The ambigious relationship between concentration and market power can be
illustrated by constructing the HHI index for the Norwegian sample. The index can be
expressed as the following:

HHIt =
NX

i=1

s
2
i,t,

where si,t =
Salesi,tPNt
i=1 Salesi,t

. The index is supposed to capture the degree of concentration
in the economy. In a market of only one firm, the index takes the value 1. Conversely, if
there are an infinite number of firms with equal market share, the index would approach
zero. The HHI index for the aggregate Norwegian economy is plotted in Figure 1 based
on the firms in the sample from 1980 to 2017.

The HHI index shows some cyclicality, but does not exhibit any clear trend. Thus,
according to this index, there is no evidence of a secular rise in market power in Norway.
It is, therefore, good reasons for not relying on the HHI as a measure of market power, and
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these shortcomings have motivated the macro market power literature to depart from such
concentration indices in favor of more direct measures of firms’ pricing power: firms’
price-cost markups.

2.2 LITERATURE ON MARKUPS AND MARKUP DYNAMICS

Markups are defined as the wedge between unit prices and marginal costs (Diez et al.,
2018). Larger markups imply greater market power. The theory is as follows: the
marginal product of a variable input falls as its use is increased in production. In a
perfectly competitive market, a firm takes the output price as given and will maximize
profits by expanding the use of the variable input until its marginal product equals price.
The revenue share of the input thus equals the output elasticity, i.e. the markup is unity
(Calligaris et al., 2018). If, on the other hand, the output elasticity of the input is greater
than its revenue share in production, then it means that the firm has not expanded the
use of the input according to its marginal product. The firm chooses to produce a lower
quantity, purchase fewer intermediate goods and rather set a higher price of its final good.
Consequently, the unit price will be above marginal cost, which means that the markup is
higher than unity and the firm exercises market power (Brandt, Biesebroeck, Wang, and
Zhang, 2017).

Markups have been documented to be increasing significantly in the US and Europe
since 1980. Studying all publicly traded US firms across all sectors from 1950-2014,
De Loecker and Eeckhout (2017) find that while markups remained relatively stable
between 1950 and 1980, the period from 1980 to 2014 saw a substantial rise in average
markup, from 1.18 to 1.67, meaning that the average firm priced its good 67 percent above
marginal cost in 2014. The increase was evident across almost all industries, but showed
substantial heterogeneity across firms, as it was mainly driven by the top percentiles of
companies, while the median and lower percentiles had flat or even declining markups.
The markup rise was also more pronounced among smaller firms. Furthermore, when the
aggregate markup growth was decomposed over time, it revealed that the increase was
mainly due to a pure markup increase within firms, rather than a reallocation of market
shares between firms. Finally, the authors extended the analysis to cover 70,000 publicly
listed firms in 134 countries and confirmed that the secular increase in markups was
evident across most advanced economies from 1980 to 2016 (De Loecker and Eeckhout,
2018).

Mirroring these results, Diez et al. (2018) estimated markups for publicly traded firms
in 74 countries from 1980 to 2016 and found that the average markup increased by 39
percent in advanced economies during the time period considered. Again, the rise in
markups was documented to be driven by high-markup firms in each sector, with an
increasingly broad and right-skewed distribution. Although their findings were prevalent
across all sectors, finance and health care saw the greatest increases. Similarly, Weche and
Wambach (2018) tracked European companies during and after the economic recession
of 2008-2009. The average markup in 28 countries reached a level of 3.61 in 2014, which
is substantially higher than the estimate of De Loecker and Eeckhout (2017). The reason
for this difference is suggested to be the inclusion of privately owned firms, whereas
De Loecker and Eeckhout (2017) only considered publicly traded companies. Small
private firms may operate in niche markets and also enjoy local monopoly power to a
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greater degree than larger publicly owned firms. The average markup was found to fall
markedly during the crisis, with an increase in the aftermath of the crisis. The broad-based
markup increase across European countries was also detected by Calligaris et al. (2018),
in their study of 26 European countries during 2001-2014. Apart from confirming the
distributional markup heterogenetiy among firms, they also found that digitally intense
sectors saw a 2-3 percent larger markup increase than non-digitally intense sectors.

Two country-specific studies confirm the general findings of these cross-country
comparisons. Haldane et al. (2018) relied on data from 3,500 UK-listed firms to show
that markups increased from 1.2 in 1987 to 1.6 in 2017. While the trend was broad-based
across most sectors, the largest increases were found in manufacturing, transport and
the scientific and technical sector. Across firms, the distribution was strongly skewed,
showing a fattening of the upper tail. While the lowest three quartiles barely saw any
increase, the top quartile had markups rising by 50 percentage points on average. This
pattern is also apparent in the difference between the mean and the median markup, which
in 1987 amounted to 7 percentage points. By 2016, this wedge had increased to 44
percentage points. As the authors conclude, it establishes that the aggregate trends are
driven by the top markup firms raising their markup further.

Likewise, De Loecker, Fuss, and Van Biesebroeck (2018) estimated markups for
all non-financial private Belgian firms from 1980 to 2016. Their estimates show that
markups increased from 1980 to 1995 by 15 percentage points, and that firms in the
manufacturing sectors saw a continued increase until the early 2000s. Since then, the
aggregate markup remained fairly stable. As for the decomposition of markup change
over time, some distinct patterns emerged: when the aggregate markups rose from 1980
to 1995, it was mostly driven by the increase within each sector. From 1996 onwards,
when aggregate markups stabilized, two conflicting trends were evident. The firms of
the top markup-percentiles in each sector continued to raise their markups, but there
was a significant reallocation of market shares from those sectors to sectors with lower
markups. Markups were rising, but there was a negative correlation between markups
and market shares, which made the two effects offset each other. The authors suggest the
decreasing international competitiveness of Belgian firms as a potential explanation for
this development.

Although no empirical investigations on markups in Norway exist to date, it is
reasonable to expect that it will mirror the global secular trend. The earliest evidence in
the macroeconomic markup literature came from US firms, which as a large and less trade-
reliant economy does not serve as a natural comparison to Norway as a small and open
country. Yet, as new research on smaller European countries such as UK and Belgium
confirm a secular trend, it is evident that the markup increase is not exclusive to the US
economy, but rather indicates an international tendency. However, several unique country-
specific characteristics may suggest that Norwegian markups may display some distinct
patterns. First, the relatively small size of the economy may limit the emergence of giant
”superstar firms” which can charge excessive markups. Second, as Norway is a highly
specialized petroleum exporter, the markup of the offshore sector may be an important
determinant for the aggregate markup, due to the sector’s share of GDP and the strong
intersectoral linkages between offshore and mainland industries.

Following the emerging literature documenting a secular increase in markups globally,
some researchers have expressed concern over the validity of markups as a proxy for
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market power. Ramey (2018) contends that markups may not mirror market power,
but could rather indicate rising fixed costs when firms invest in technology to improve
productivity. The firm would then recover these fixed costs by setting an output
price above the variable input cost, without yielding higher profits. A high degree of
innovation does not necessarily mean rising market power (Calligaris et al., 2018; Martins,
Scarpetta, and Pilat, 1996). To test these alternative explanations, Diez et al. (2018)
examined the relation between rising markups and firms’ profitability. They found strong
evidence for a positive association, where a 10 percentage point increase in markups is
accompanied by a 19 and 13 percentage point increase in the ratio of dividends to sales
in the U.S. and advanced economies, respectively. Another measure of profitability was
also tested, namely firms’ market capitalization to sales, with similar positive results.
Likewise, De Loecker and Eeckhout (2018) documented a strong comovement between
markups and profitability: both measures increased similarly during the 1980s and 1990s,
stabilized during the 2000s, and rose again after 2010. They conclude that markups do
not reflect increasing fixed costs but rather that rising markups represent a consolidation
of corporate market power. The link between markups and market power has also been
studied through markups’ inverse relationship with the labor share of output, which has
been declining since 1980 across a broad range of countries (Karabarbounis and Neiman,
2014; Autor et al., 2017; Barkai, 2018; Kehrig and Vincent, 2017). The fall in the labor
share is consistent with a rise in markups, as firms reallocate production from labor-
intensive to capital-intensive production methods and extract higher profits.

Although the association between markups, profitability and labor share is an
understudied topic in the Norwegian context, there are several reasons to believe that
higher markups imply greater market power for Norwegian firms. The labor share of
income in Norway has decreased by approximately 2 percent every ten year from 1991
to 2014 (Dao, Das, Koczan, and Lian, 2017). Profitability, as measured by dividends
received across all Norwegian holding sectors, increased by 78 percent from 2012 to 2017
(Statistics Norway, 2019). The strong association between market power and markups are
thus hypothesized to hold in the Norwegian economy as well.

2.3 POTENTIAL DRIVERS OF MARKUPS

The documentation of a secular trend in markups has triggered a search for potential
causal drivers. Acknowledging that the trend is broad-based across advanced economies,
attention has been redirected from domestic anti-trust policy to the significance of global
factors. Especially for small, open economies such as Norway, with a share of trade
amounting to 70 percent of GDP, the role of international business cycle synchronization
may have explanatory power in determining the evolution of domestic aggregate markups.

Small, open economies are highly sensitive to global economic fluctuations. Business
cycles of aggregate activity have been found to show a significant co-movement across
a broad range of countries (Kose, Otrok, and Whiteman, 2003). Global shocks to
macroeconomic variables such as output, inflation and interest rates propagate across
countries and strongly influence domestic volatility in open economies (Justiniano and
Preston, 2010; Adolfson, Lasen, Lind, and Villani, 2005; Christiano, Trabandt, and
Walentin, 2011). The global disturbances are assumed to be exogenous to these countries,
and the influence of foreign shocks have been quantified to explain between 50-75
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percent of fluctuations in domestic output, investment and consumption (Kose et al.,
2003; Justiniano and Preston, 2010). The transmission of global shocks to the Norwegian
economy has been found to be of similar magnitude as in other open economies (Aastveit,
Bjørnland, and Thorsrud, 2016; Nygaard, 2013; Bergholt, 2015).

An emerging strand of literature relates the transmission of global business cycle
shocks to firm-level performance. di Giovanni, Levchenko, and Mejean (2018) propose a
model in which aggregate global shocks to output and productivity propagate to domestic
production networks through intermediate input linkages. The aggregate shocks lead to
heterogenous responses at the micro level, however, as the largest firms show greater
response due to more foreign linkages.

Specifically, Liu et al. (2019) study the role of global natural interest rates and firm-
level markups in a model where firms compete for market leadership. In their framework,
the falling long-term interest rates observed internationally in recent decades trigger
increasing markups, higher market concentration and a greater productivity gap between
the market leader and the follower. According to their argument, lower interest rates have
the traditional effect of increasing productivity-enhancing investment in firms in order
to gain market shares from competitors. However, the incentive to respond to a lower
interest rate is larger for the leader than for the follower. If the productivity gap between
them is large, the follower is discouraged from improving its production processes as
the probability of reaching the leader becomes too low. The leader is closer to the state
where investment will pay off in profits and market shares. The investment incentives
following an interest rate decline is thus higher for the leader, an effect that strengthens
as the interest rate approaches zero. Lower global interest rates will therefore widen the
productivity gap between the leader and follower, raise the leader’s markup and reduce
market dynamism. This mechanism is consistent with Akcigit and Ates (2019), who
found that the widening productivity gap following from lower natural interest rates lead
to higher markups, an effect reinforced by the reduction in knowledge diffusion between
the market leader and the follower, through greater use of intellectual property protection
and higher patent concentration. The role of interest rates on the rise of monopoly power
is also studied by Eggertsson, Robbins, and Wold (2018).

This thesis contributes to the literature in several ways. First, it presents novel
evidence on how markups have moved, both at the aggregate and cross-sectional level, in
Norway since 1980. Apart from being the first of its kind on Norwegian data, it adds to the
growing documentation of country-level markups across Europe in a literature dominated
by evidence from the US. Moreover, as common global causal drivers of markup trends
have been left relatively unexplored to date, the thesis represents a first step towards
understanding the potential role of global interest rates on markups in Norway as a small,
open economy.
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3 METHODOLOGICAL FRAMEWORK AND DATA

3.1 METHODOLOGICAL FRAMEWORK

The estimation of markups follows the production approach proposed by De Loecker and
Eeckhout (2017), a framework originally put forth by De Loecker and Warzynski (2012).
In turn, they build on the seminal work by Olley and Pakes (1996). The measurement
technique is based on firm-level cost data, and thus represents a deviation from demand-
side methods prevalent in the IO literature (Bekes, Hornok, and Murakozy, 2016). By
relying on data extracted directly from the firms’ balance sheets and income statements,
previously required assumptions on consumer behavior, the nature of competition and
degree of product homogeneity, are circumvented. In so doing, the production approach
overcomes limitations of traditional methods and allows for a more precise analysis of
market power at the aggregate and cross-sectional level.

In the application of this cost-based method, two assumptions must be made. First,
a production function must be specified. Second, it is assumed that firms are optimizing
and that their factor adjustments are not hampered by adjustment frictions.

Consider an economy with N firms, indexed by i = 1, ..., N . Each firm i produces
output Q at time t given a production function of variable inputs, capital and technology,
denoted by:

Qi,t = Qi,t(⌦i,t, Vi,t, Ki,t�1), (1)

Qi,t represents units of output produced, ⌦i,t is the firm-specific technology level or total
factor productivity, Vi,t is a vector of variable inputs and Ki,t�1 is the capital stock,
determined one period ahead. The firm’s optimization problem can be formulated by
the following Lagrangian function subject to the production function:

Li,t = P
V
i,tVi,t + P

K
i,tKi,t�1 � ⇤i,t(Qi,t � Q̄i,t), (2)

P
V
i,t refers to the price of the variable input, PK

i,t is the user cost of capital, Q̄i,t is a constant
and ⇤i,t is the Lagrangian multiplier. This multiplier is directly representing the marginal
cost, because it takes the value of the objective function when the output constraints are
relaxed (De Loecker and Eeckhout, 2017). The Lagrangian multiplier will therefore be
denoted by MC hereafter.

The optimization problem leads to the first order condition with respect to the variable
input:

P
V
i,t = MCi,t

@Qi,t

@Vi,t
(3)

The firm’s markup is defined as its price over marginal cost:

Mi,t =
Pi,t

MCi,t

The term Pi,t is the price of output and depends on the firm’s market power. Using the
optimality condition, the following expression can be derived:
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Mi,t = ↵
V
i,t

Pi,tQi,t

P
V
i,tVi,t

. (4)

The expressions ↵V
i,t =

@Qi,t/Qi,t

@Vi,t/Vi,t
is the elasticity of output with respect to variable inputs.

Thus, the calculation of the markup consists of two parts. First, the cost share of the
variable input, Pi,tQi,t

PV
i,tVi,t

, is retrieved directly from the data, as total sales (Pi,tQi,t) divided

by total variable cost of production (P V
i,tVi,t). Second, the output elasticity ↵

V
i,t needs to be

estimated.
To do so, a production function must be assumed. Among the Hicks-neutral

production functions, where the proportion of inputs are unchanged by changes in
productivity, the Cobb-Douglas production function is generally preferred in the literature
for markup estimation, as it is considered both simpler and more stable (Calligaris et al.,
2018). In the baseline, I assume that all firms belonging to a specific industry share the
same technology, but differ in their productivity levels and preferred mix of inputs. An
output elasticity is thus estimated for each industry. In this way, the variation in firm-level
markups within an industry is solely driven by the difference in total sales-to-expenditure
shares.

Other specifications of the production function could be made, for example the
translog production function, which yields firm-specific output elasticities. I will treat
the translog specification as a robustness test in section 5.

I start out with the specification of a production function. In the baseline, a Cobb-
Douglas specification is assumed:

q
o
i,t = ↵jvi,t + �jki,t�1 + !i,t + ui,t (5)

The logarithm of output in year t is denoted by q
o
i,t, variable factor inputs by vi,t,

and capital (which is assumed to be predetermined) by kt�1. Each firm i belongs to
an industry j. !i,t represents the level of technology while ui,t is a measurement error.
This production function is particularly simple to work with because it implies that the
parameter ↵j represents the output elasticity of the variable input, which is the coefficient
needed for the estimation of markups. This parameter is specific for each industry and
does not vary with time.

A key challenge for the estimation of this production function is that the productivity
term, !i,t, is unobserved to the econometrician and will therefore be captured by the
error term if standard OLS techniques are applied. !i,t can be anticipated by the
firm’s management (but is unobserved for the econometrician) and hence may influence
the input demand, i.e. if a positive shock induces the firm’s management to increase
production and input demand. The unobserved productivity will lead to a potential
simultaneity and endogeneity bias, if productivity shocks correlate with the firm’s input
decisions and hence the output.

This bias can be corrected for by using a so-called control function approach. The
demand for the variable input is assumed to be a function of productivity and capital:

vi,t = f(!i,t, ki,t�1). (6)
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Following Olley and Pakes (1996), the demand function in (6) can be inverted so that !i,t

is expressed as a function of observable variables:

!i,t = f
�1(vi,t, ki,t�1). (7)

Note that this inversion does not imply anything regarding causality. It can be entered into
the production function (5), giving:

q
o
i,t = f

�1(vi,t, ki,t�1) + ↵jvi,t + �jki,t�1 + ui,t (8)
= �i,t + ui,t (9)

where the function �i,t is defined as output filtered for the measurement error:

�i,t = �(vi,t, ki,t�1) = ↵jvi,t + �jki,t�1 + f
�1(vi,t, ki,t�1) (10)

In order to proceed, I need to specify how productivity evolves over time. Here I
suppose that productivity at the firm level follows a random walk with a drift:

!i,t = g + !i,t�1 + zi,t (11)

The long run productivity growth rate is denoted by g, while zi,t represents temporary
deviations from trend growth. The latter is assumed to follow a first-order autoregressive
process:

zi,t = ⇢zi,t�1 + ⌘i,t (12)

I can combine the laws of motion for zi,t and !i,t. Then it follows that also productivity
growth (�!i,t = !i,t � !i,t�1) follows an autoregressive process:

�!i,t = (1� ⇢) g + ⇢�!i,t�1 + ⌘i,t

Next, this expression is manipulated using !i,t = f
�1 (vi,t, ki,t�1) and equation (10):

⌘i,t = �!i,t � ⇢�!i,t�1 � (1� ⇢) g

= [��i,t � ↵j�vi,t � �j�ki,t�1]� ⇢ [��i,t�1 � ↵j�vi,t�1 � �j�ki,t�2]� (1� ⇢) g

By solving for ��i,t, I arrive at an equation that can be estimated in order to find the
output elasticity used to compute markups:

��i,t = (1� ⇢) g + ⇢��i,t�1 + ↵j�vi,t + �j�ki,t�1 � ⇢↵j�vi,t�1 � ⇢�j�ki,t�2 + ⌘i,t

(13)

By inspecting equation (13), I note that estimation is subject to a simultaneity issue which
invalidates the use of OLS: ��i,t and �vi,t are likely to be jointly determined. The
production function of (9) is thus estimated in two stages. First, equation (9) is estimated
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by a non-parametric procedure, yielding the estimates �̂(vi,t, ki,t�1). This procedure is
used to account for the simultaneity between inputs and output. Next, in the second stage,
the endogeneity issue present in this dynamic panel data model is handled through a
GMM approach, as ⌘i,t may be correlated with vi,t (Baltagi, 2005). A GMM technique is
suitable for this panel setup as the dependent variable, output, is dynamic and depends on
its own past values as well as a set of regressors in which some are not strictly exogenous
(Roodman, 2009). To consistently estimate the production function, Arellano and Bond
(1991) proposed a method where the lagged values of the variable input and capital are
used as instruments. The validity of these instruments is based on the following: vi,t�1

and ki,t�2 are relevant for vi,t and ki,t�1, as previous use of inputs is correlated with current
input use. However, the lagged values of intermediate inputs and capital do not affect the
productivity shock ⌘i,t in the subsequent period. The following moments restriction must
thus hold:

E (⌘i,t�vi,t�m) = 0 for 1  m  T (14)

That is, the growth in variable factor inputs m periods ago, �vi,t�m, is uncorrelated
with current technology shocks ⌘i,t. This restriction suggests that I can use �vi,t�m as
instruments for �vi,t, as long as the former is a relevant predictor of the latter. Unlike De
Loecker and Eeckhout (2017), I allow for multiple instruments by exploiting many lags
of variable factor inputs, as in Arellano and Bond (1991) and Blundell and Bond (2000).

The parameter of the variable input, ↵j , is recovered for each sector and is mulitplied
with the firm-specific sales-to-expenditure ratio, which together make up the firm-specific
markup:

Mi,t = ↵j
Pi,tQi,t

P
V
i,tVi,t

.

This estimation generates a database of markups for every firm-year observation where
data are available.

3.2 DATA

For the estimation of markups in Norway, firm-level data for all publicly traded
Norwegian firms are used, spanning the years 1980 to 2017. The panel dataset was
obtained from the Thomson Reuters Worldscope (TRW) database, through an institutional
access that was granted by Norges Bank. The database contains over 70,000 firms in 134
countries, including more than 2,000 Norwegian companies. The choice of this dataset
is based on the ability to cover as long a time period as possible, across a broad range of
economic activity in Norway. The panel characteristic of the dataset allows for tracking
the same firms over the entire period.

I use data from the balance sheets and income statements of all Norwegian firms
in TRW. The variable Sales is total ouput, i.e. quantity produced times its selling
price. As a measure of variable inputs in production, the cost of goods sold (COGS)
is used, which includes intermediate inputs, labor, raw materials and electricity. Capital
is proxied by the firms’ property, plant and equipment variable. These three variables
are used in the estimation of markups and are the same as in De Loecker and Eeckhout
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(2017). Additionally, two other variables were extracted. First, a measure of firms’
market capitalization is used to attest whether the markup estimates correlate with firms’
profitability over time. Second, the share of exports of firms’ total sales is included as a
firm characteristic when markups are related to global factors in the econometric model
in section 6.

The dataset had to be cleaned carefully before use. The raw dataset was trimmed and
cleaned, following standard procedures in the literature. Negative values were removed
and duplicates deleted, as some firms were listed several times in different currencies.
The dataset contains 76,456 observations spanning 38 years.

In the Worldscope database, firms are categorized according to the FTSE/Dow Jones
Industrial Classification Benchmark (ICB). They are grouped into 10 industries, which
are further broken down into 19 super-sectors and 115 sub-sectors. This sectoral
decomposition allows for a more detailed analysis of the mechanisms and drivers behind
the aggregate evolution of markups. The broadest classification of industries was chosen
for the Norwegian data, due to the limited number of firms in certain sectors. The ten
industries include oil and gas, basic materials, industrials, consumer goods, health care,
consumer services, telecommunications, utilities, financials and technology. An overview
of the sample summary statistics is provided in Table 1. The mean, median, variance and
number of observations are reported for the three main variables used in the estimation of
markups, across the ten industries.

As is evident from the table, the sample shows great heterogeneity both across
industries and over time. Across all three variables, three industries stand out with
relatively high mean values: oil and gas, basic materials and utilities. Considering
Norway’s status as a highly specialized petroleum and mineral exporter, the scope of
the first two industries is not surprising. The size and importance of these industries are
also reflected in the number of firm-year observations. For utilities, the small number of
observations may indicate its nature of network economies which limits the number of
profitable agents in the market. However, its high mean values may be driven by giants
like Telenor, with a considerable global outreach. A more detailed analysis of the ten
industries is provided in section 4.3.

A large heterogeneity is also noteable in all industries. This may be due to the
inclusion of all publicly listed firms in the database, i.e. that no trimming in terms of firm
size was done, in contrast to other studies relying on the same database. This is also seen
in the considerable difference between the mean and median of the three variables, as big
firms of each industry drive the mean value far above the median in the sample. It should
also be noted that the sample size increases over time. The dataset is an unbalanced panel,
with relatively limited coverage in the first decade and then increasing as more firms enter
and report their balance sheets and income statements.

A limitation of the dataset is that it only covers publicly traded firms. This may
question the representativeness of the findings, in that the results may not be generalizable
to the whole economy. Publicly traded firms tend to be larger than private firms, and their
behavior may be different, which can yield different markup trends than for privately held
companies. Several studies have performed robustness checks to detect such differences.
De Loecker and Eeckhout (2017) compared their markup estimates from a dataset of
publicly traded US firms with other datasets covering all US companies and found similar
markup tendencies across most firms and sectors. I will therefore do a similar robustness
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test, in order to verify whether the markup trend observed among publicly listed firms hold
for the whole population of firms in Norway. To do so, I was granted institutional access
to a dataset recently made available from the Brønnøysund Register Center (governmental
business registry), which includes the balance sheets and income statements of all
Norwegian firms from 1999 to 2018. Although the time period is regrettably shorter,
it contains 3,795,835 firm-year observations, and will hence serve as an important point
of comparison to the publicly listed firms.

Indeed, although the number of publicly traded firms are few in relation to the whole
population of Norwegian companies, they represent a fair share of economic activity
due to their firm size. In 2017, Norway’s listed companies had a market value of 72
percent of Norway’s GDP (The World Bank, 2017). This share is consistent with the
countries studied in other papers measuring markups using data for listed companies, as
the average GDP share of publicly listed firms in the advanced economies studied by Diez
et al. (2018) is 75 percent. The findings from the Norwegian dataset thus elucidate some
general macroeconomic trends and developments in Norway.
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4 RESULTS

This section presents the main evidence of how markups have evolved across firms and
over time in Norway. First, the aggregate markup is constructed as a share-weighted
average of firm-level markups, and its time-series movement from 1980 to 2017 is
documented. To explore whether the aggregate trend holds across most firms, the markup
distribution is further disaggregated into densities and percentiles. Next, a sectoral
decomposition of the economy sheds light on how markups have developed across
industries. Finally, an analysis of the dynamics behind the markup growth is presented,
by a disaggregation of the overall markup change into a pure markup growth effect, a
reallocation effect of shifting market shares between firms and a net entry of firms into
the market.

4.1 THE EVOLUTION OF AGGREGATE MARKUPS

The aggregate markup for the whole economy in a given year can be defined in the
following way:

Mt =
NtX

i=1

si,tMi,t,

where si,t =
Pi,tQi,tPNt
i=1 PtQt

(the share of each firm’s sales of total sales) and Mi,t =
Pi,t

MCi,t
(the

firm-level markup).
The evolution of aggregate markups in Norway is reported in Figure 2. The aggregate

markup, weighted by each firm’s sales, has increased markedly from 1980 to 2017.
Starting at 1.35 in 1980, the markup decreased slightly to 1.19 in 1985. It then took off,
showing a clear growing trend, reaching a level of 1.67 in 2017. The whole time period
represents a markup growth of about 24 percent. This trend broadly mirrors international
evidence, both in terms of growth rates and the absolute level of markups, as De Loecker
and Eeckhout (2017) and Diez et al. (2018) identified markups at 1.60 and 1.67 in 2016
for advanced economies and the US, respectively. It is clear from the aggregate markup
growth that rising market power in the Norwegian economy matches the secular trend
documented globally. The substantial rise in markups in Norway may also suggest that
corporate market power may have implications for market inefficiency and rising income
inequality.

4.2 DISTRIBUTION OF MARKUPS

DENSITY OF MARKUPS: The first step to explore the dynamics behind the aggregate
growth of markups is to compare the densities of the markup distribution over time. As the
kernel density plot in Figure 3 reports, the dispersion of unweighted markups has changed
markedly between 1980 and 2017. First, the variance is greater, indicated by the fatter
tails in the 2010-2017 distribution. Moreover, the distribution has become increasingly
skewed to the right, as the upper tail for 2010-2017 is both longer and much fatter. This
reflects that high-markup firms have seen the largest increase in markups over time, which
drives the aggregate trend. The finding is highly consistent with trends in global markup
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Figure 2: The Evolution of Aggregate Markups in Norway (1980-2017)
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Note: the aggregate is an average of firm-level markups weighted by their market share of total sales in the sample in a given year.

distributions, where greater variance and a fattening of the upper tail has been firmly
documented.

PERCENTILES: Another way to slice the data is to consider the different percentiles
of the markup distribution. This is done by ranking the firms according to their markup.
As is evident from Figure 4, the lower percentiles of the distribution did not experience
any notable markup growth over the time period. The median firm in the sample had
its markup grow from 1.2 to 1.4. The markup for the bottom 25th percentile decreased
slightly, from 1.15 in 1980 to 1.1 in 2017. In contrast, as is evident from the figure, it is
the top percentiles of the distribution that drive the aggregate markup growth. The 75th
percentile of the firms saw a significant increase during the time span, from 1.4 in 1980
to 2.25 in 2015, before decreasing slightly to 1.8 in 2017. This pattern is again evidence
of the aggregate markup growth being driven by a few firms in the upper part of the
distribution, with exceptionally high markups. The shape of the green curve also follows
the aggregate pattern of Figure 2. This finding is consistent with markup distributions
found in other countries, which reveal considerable heterogeneity at the cross-sectional
level (Calligaris et al., 2018; Weche and Wambach, 2018; Haldane et al., 2018).

The aggregate markup trend in Norway is thus not representative for the majority of
firms. The markup growth has not been broad-based across most firms, but is rather a
reflection of how high-markup firms have progressively been raising their markups over
time. This illustrates the significant amount of heterogeneity among Norwegian firms, as
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Figure 3: The Distribution of Markups, 1980-1990 and 2010-2017
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well as the limitations embedded in analyses on aggregate data only. The finding may
also indicate a growing productivity gap between firms, where market leaders positioned
in the frontier have increasingly adopted productivity-enhancing technologies and thereby
increased the distance to their followers, with higher markups as a result.

FIRM SIZE AND MARKUPS: The aggregate markup for the whole economy is
weighted by the sales share of each firm. Alternatively, the aggregate markup can be
estimated as an unweighted average across the economy, which yields an aggregation
irrespective of each firm’s size. In Appendix A, I show that the weighted aggregate
markup can be decomposed as:

Mt = M̄t +
NtX

i=1

(si,t � s̄t)(Mi,t � M̄t),

where M̄t denotes the unweighted average markup, M̄t =
1
Nt

PNt

i=1 Mi,t.
The second term at the right hand side is proportional to the sample covariance

between a firm’s market share and its markup. Thus, if the sales-weighted markup is
greater than the unweighted, then there is a positive correlation between firm size and
markup. In contrast, if the unweighted average markup is larger than the sales-weighted
markup, then smaller firms are associated with higher markups and vice versa.

The sales-weighted baseline markup Mt and the unweighted average markup M̄t are
plotted in Figure 5.

The unweighted markup lies above the weighted markup most of the time and also
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Figure 4: The Dispersion of Markups (1980-2017)
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shows a sharper rise from the mid-1980s to mid-1990s, and from 2003. While the
weighted baseline markup grows from 1.35 in 1980 to 1.67 in 2017, the unweighted
average increases from 1.35 in 1980 to 2.0 in 2014, before it decreases to 1.87 in 2017.
The total change over the entire time period for the unweighted markup is 39 percent,
compared to 24 percent for the weighted markup.

As the unweighted aggregate markup is higher than the aggregate markup weighted
by sales, it follows that the covariance term between firm size and markup is negative, i.e.
cov(si,t, µi,t) < 0. This implies that smaller firms tend to have higher markups. Larger
firms are thus depressing the aggregate markup when they are assigned more weight in
the estimation, an insight compatible with the results in De Loecker and Eeckhout (2017).
This finding indicates that the top percentiles of firms which have been found to drive the
aggregate markup in Norway are not necessarily the largest firms of the economy.

FIRM SIZE AND PRODUCTIVITY: The same decomposition can be done for
productivity, which in the markup estimation is captured by !it from equation 5. The
estimation yields a firm-level productivity level for each year, and the sales-weighted
average productivity can thus be expressed as follows:

⌦t = ⌦̄t +
NtX

i=1

(si,t � s̄t)(⌦i,t � ⌦̄t),
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Figure 5: The Evolution of Unweighted Average Markups versus Sales-Weighted Average
Markups (1980-2017)
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where ⌦t denotes the sales-weighted productivity and ⌦̄t is the unweighted average
productivity. Again, the covariance term at the right hand side represents how firm size is
related to the level of productivity. The weighted and unweighted measures are plotted in
figure 6.

In contrast to figure 5 above, it is clear from figure 6 that sales-weighted productivity
lies consistently above the unweighted productivity, and grows more rapidly. This implies
that larger firms are inherently more productive than smaller firms. Firm size is thus
positively correlated with productivity, but negatively correlated with markups. These
relationships will be formally tested in an econometric model in section 6.

4.3 INDUSTRIES

The ICB classification system separates the publicly listed firms into ten main industries,
which is a standard categorization of the global firms covered by the Thomson Reuters
database.

An outlook of the industry composition of the sample is presented in Figure 7. The
share of each industry is calculated as the share of total sales per year. The size of each
industry is thus shown as the width of each band, totalling to 100 percent. From the
figure, it is evident that oil and gas is the largest industry, expanding its share over time,
to above 50 percent of the total stock exchange in 2013. This industry includes oil and
gas producers, equipment and service providers, as well as alternative energy producers.
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Figure 6: The Evolution of Unweighted Average Productivity versus Weighted Average
Productivity (1980-2017)
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Next comes basic materials, consisting of firms active in the production of chemicals,
forestry and paper, industrial metals and mining. The third largest industry is industrials,
which includes construction, electrical equipment, industrial engineering and industrial
transportation. These three industries amount to 70-90 percent of total sales over the time
period considered. This is indeed a reflection of Norway being a specialized petroleum
exporter, in addition to having a substantial production of minerals, hydropower and
forestry products. It also mirrors the resource-heavy composition of firms listed at the
Oslo stock exchange.

Then comes consumer goods (automobiles, food and beverages, personal and
household goods), telecommunications, technology, financials (banks, insurance, real
estate, financial services) and consumer services (retail, media, travel and leisure). The
smallest industries are health care and utilities. The pattern is indeed a reflection of firms
that are listed, and not of the whole population of firms in Norway. Although publicly
listed firms tend to be large and thus represent a sizable share of total sales, the shares
in terms of number of firms per industry would potentially be different if privately held
firms were included, which possibly would increase the share of firms belonging to the
consumer goods and consumer services industries.

Markups have so far been estimated at the aggregate level and for the cross-section of
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Figure 7: The Evolution of Industry Composition (1980-2017)
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Note: the composition is calculated as each sector’s share of total sales in a given year. The industry classification follows the
FTSE/Dow Jones Industrial Classification Benchmark (ICB) available in the dataset.

firms. Now, sectoral markups can be constructed for each industry j, expressed as:

Mj,t =

Nj,tX

i=1

s
j
i,tMi,t

where
PNj,t

i=1 s
j
i,t = 1. Mj,t is the markup per industry and Nj is the number of firms

within each industry. The markups are reported in Table 2, with the markup level in 2017,
the total change in markups from 1980 to 2017 and the number of observations for each
industry.

The highest markup in 2017 was in telecom with 2.91, which includes the leading
market agent Telenor. Oil and gas comes in second with 1.74, somewhat not surprising
due to petroleum giants such as Equinor (formerly Statoil) and Aker Solutions, which
have seen substantial profitability due to high oil prices and increasing global demand.
The lowest markups are found among technology (0.89) and health care (1.04). The
low markup observations among technology firms mirror the findings of Haldane et al.
(2018), who found the ICT sector to experience both the smallest markups among all
sectors and the largest drop over time. However, it contrasts the results of Calligaris et al.
(2018), in which the digitally intense sectors saw the highest markup growth. Bearing
in mind that the Norwegian sample only includes publicly listed firms, which tend to be
inherently large, it may be that it is smaller firms and especially start-ups which occupy
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Table 2: Markups per Industry (1980-2017)

Industry Markup 2017 �Markup 1980*-2017 No. of observations
Oil and gas 1.74 0.36 1,280
Basic materials 1.20 -0.09 394
Industrials 1.35 0.17 1,574
Consumer goods 1.16 -1.37 519
Health care 1.04 -0.66 153
Consumer serv. 1.68 0.53 341
Telecom 2.91 1.31 45
Utilities 1.22 0.06 77
Financials 1.53 0.27 235
Technology 0.89 -0.27 568
Total 1.67 0.32 5,186
* or by earliest year available

the technological frontier and are able to extract the high markups found in Calligaris
et al. (2018).

In terms of markup change, telecom and consumer services have experienced the
largest growth over time, of 1.31 and 0.53 points, respectively. Four industries had
decreasing markups from 1980 to 2017: consumer goods, health care, technology and
basic materials, although the last one of only 0.09 points. It is also worth noting the
number of firm-year markup observations varies considerably across industries. The
markup for industrials draws on 1,574 observations, while telecom only has 45. This
is partly because I only consider publicly listed firms. Also, telecom is an industry with
a considerable role for network economies, which limits the number of firms which can
profitably exist in a relatively small country. Moreover, another implication of the great
variance in number of observations across the industries is that some industries lack
observations for the first years in the sample. Health care is only observed from the
year 1995, consumer services from 1983, telecom from 1996, financials from 1981 and
technology from 1988. The remaining industries include observations for the whole time
period considered, from 1980 to 2017.

A graphical representation of the temporal change in markups per industry is
presented in the bubble plot in Figure 8. The y-axis represents the average markup level
from 1980-1990 and the x-axis the average level from 2010-2017. The 45 degree line
illustrates the situation if the markup levels in the two time periods are equal. Industries
above the line have seen a markup decrease, while industries below have had growing
markups. The size of each bubble is scaled by the industries’ total sales in 2017.

The majority of the industries are below the 45-degree line, indicating that their
markups have increased over time. Telecom and financials have seen the largest increases
from 1980-1990 to 2010-2017. The telecom sector was liberalized during the 1990s, after
which companies such as Telenor has been expanding its global outreach considerably.
The strong markup growth for telecom and financials matches the results found in Diez
et al. (2018). Consumer goods, in contrast, experienced a larger decline in markups, also
consistent with Diez et al. (2018). This may be a reflection of increasing competition
from international brands and stores, as well as the growing importance of online retail
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Figure 8: The Change in Markups per Industry: 1980*-1990 versus 2010-2017
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of the bubbles represent each industry’s share of sales in 2017.

dominated by giants such as Amazon and Ebay.
The relative importance of each sector for the aggregate measure of markups is also

evident by looking at the size of the bubbles. Oil and gas is by far the largest industry,
and as its markup has increased during the period, it drives much of the aggregate markup
growth in Norway.

Detailed plots of the evolution of markups for each industry are presented in Figure
9. The plots exhibit great heterogeneity across the industries, both in terms of trend, scale
and volatility. Moreover, they reveal the year-to-year development of sectoral markups,
which is masked by the absolute change shown for each industry in the bubble plot of
figure 8.

A couple of noteworthy insights can be drawn from the detailed plots. For the oil
and gas industry, the markup deviated around 1.4 during the 1980s and 1990s, before it
took off from 2000, reaching a peak in 2017. The take-off is consistent with the rise in
oil prices starting in the early 2000s. Oil prices are highly volatile, probably much more
than marginal costs in the oil industry. Therefore, it is likely that the oil price is strongly
correlated with markups in oil firms. Moreover, the markup drop evident in the plots for
oil and gas and industrials in the last two years of the time period may be responsible for
the kink experienced for the 75th percentile in the markup distribution displayed in figure
4, especially due to the relative size of these two sectors.

For consumer goods, figure 8 showed that it had seen the largest decline in markups
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among the industries. As is evident from figure 9d, the entire drop happened in the first
decade, after which it remained fairly stable. Similarly, although health care has a lower
markup in 2017 compared to the first annual observation, the time period shows a rapid
increase in the 2000s, followed by sharp drop after the financial crisis. Moreover, markups
in utilities and financials had markup observations at more or less the same level in 2017
as in 1980, but the time period masks substantial volatility.

It is clear that the markups in the ten industries display heterogeneous growth
trajectories, although the majority has been rising from 1980 to 2017. This increase is
in accordance with international evidence, where markups have been found to increase
in most sectors. Different for the Norwegian economy is the large share of the oil and
gas industry of the total economy, which clearly accounts for a considerable share of the
aggregate markup growth.
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Figure 9: Aggregate Markups per Industry (1980-2017)
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4.4 DECOMPOSITION: SOURCES OF AGGREGATE MARKUP GROWTH

So far, the aggregate growth in markups has been analyzed across firms and sectors. The
growth has been found to be driven by the upper percentiles of the distribution, as well as
being more prominent in smaller firms. At the sectoral level, several industries have seen
rising markups, with the oil and gas sector accounting for a fair share of the aggregate
growth due to its size and markup level. Next, I ask which underlying sources are driving
the aggregate markup trend over time. For this purpose, the time-series of aggregate
markups is decomposed into three effects: a pure markup growth within each firm, a
structural shift in relative market shares between firms over time and a net entry of firms
in the market.

DECOMPOSITION AT THE FIRM LEVEL: The break-down of the aggregate change
into three main components follows the decomposition of plant productivity put forth by
Haltiwanger (1997). First, a within component represents how much of the aggregate
change in markup is explained by a pure growth in markups, within a single firm, had the
sales share remained constant. If this effect is found to be positive, it may suggest that
firms enjoy less competitive pressure and/or that technological innovation enables firms
to charge higher prices for their goods. This would be consistent with the fattening of
the upper tail identified in figure 3. Second, a between component captures the effect
on markups purely from a shift in market shares between firms. It consists of two parts:
a reallocation term and a cross term. The first represents the change in firms’ market
share, keeping the markup constant. The second is the joint significance of a change in
markup and a change in market share. If the between component is positive, it implies
that high-markup firms have captured a greater share of the market over time, thereby
causing higher aggregate markups even if markups at the firm level are unchanged. Third,
as the data span 38 years, several firms have entered and exited the market over time,
implying that net entry will likely affect the aggregate markup. Therefore, I include a net
entry component, which consists of the entry of new firms and an exit of firms leaving the
market. If the effect is positive, it may suggest that low-markup firms tend to leave the
market or that high-markup firms tend to enter. The aggregate markup will increase as a
result. Based on Haltiwanger (1997), I derive the following decomposition of aggregate
markup growth (see Appendix B for details):

�Mt =
N1X

i=1

si,t�1�Mi,t (within)

+
N1X

i=1

�si,t (Mi,t�1 �Mt�1) (reallocation)

+
N1X

i=1

�si,t�Mi,t (cross)

+
N2X

i=1

si,t (Mi,t �Mt�1) (entry)

�
N3X

i=1

si,t�1 (Mi,t�1 �Mt�1) (exit)
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Figure 10: Sources of Markup Change: Within, Between and Net Entry

1.
2

1.
3

1.
4

1.
5

1.
6

1.
7

M
ar

ku
p

1980 1990 2000 2010 2020
year

Aggregate Markup Within

1.
2

1.
3

1.
4

1.
5

1.
6

1.
7

M
ar

ku
p

1980 1990 2000 2010 2020
year

Aggregate Markup Between

1.
2

1.
3

1.
4

1.
5

1.
6

1.
7

M
ar

ku
p

1980 1990 2000 2010 2020
year

Aggregate Markup Net entry

where �Mt is the change in aggregate markup in period t in levels, Mi,t is the markup of
firm i in period t and sit is each firm’s share of sales at time t. The reallocation and cross
terms make up the between component, while the combination of entry and exit terms is
the net entry component.

Note that the firm-level markup in the reallocation, entry and exit terms are
constructed as deviations from the average aggregate markup. This demeaning is done
to correctly account for each contribution, as shown in the appendix. It implies that a firm
which has increased its sales share only contributes positively to the aggregate markup
change if its markup is higher than the average aggregate level. If the markup is lower,
the contribution is negative. Similarly, an entering firm represents a positive increase
only if its markup is higher than the aggregate, while an exiting firm affects the aggregate
markup positively if its markup is lower than the average aggregate.

The contributions of the three effects at the firm-level are shown graphically in Figure
10. The three effects are plotted individually against the aggregate markup in blue. Each
of the red effects show the counterfactual pattern of markup change had the other effects
been kept constant.

From the figure, it is evident that the within component closely tracks the aggregate
markup, pushing it upwards. Both the aggregate and the within component increased by
about 0.32 points from 1980 to 2017. They display similar volatility from late 1980s to
2000, after which both took off. The net effect of the within component can be interpreted
as the counterfactual growth path of the markup had the sales shares remained constant
over time. It reveals that the main source of aggregate markup growth is the pure markup
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Figure 11: Sources of Markup Change: Detailed Components
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change within each firm. This finding is highly consistent with the fattening of the upper
tail of the markup distribution, documented in figure 3.

The between component shows a slightly declining trend over time, i.e. the
reallocation of market shares between firms was a negative contributing factor to the
aggregate markup change. The interpretation is that market shares have been redistributed
from high-markup firms to low-markup firms, depressing the aggregate markup, albeit by
a small amount. This may intuitively be a surprising finding, but is consistent with the
pattern detected in section 4.2 of a negative covariance between markups and firm size.
It suggests that pricing power is not determined by relative firm size, but is rather a trait
of firms which profit from other advantages such as productivity-enhancing technology
or brand loyalty. It is also consistent with the negative covariance between firm size and
markups detected in section 4.2.

Lastly, the net entry component has increased somewhat over time, suggesting that
high-markup firms entered the market while low-markup firms exited, totalling to a
positive net effect on the aggregate markup. The component seems to have some
explanatory power for the aggregate markup especially in the fluctuations in the late
1990s and 2000s. This effect would also capture mergers and acquisitions (M&A), where
the two firms merging will exit the market, while the newly consolidated company will
enter the market. If M&As are conducted for efficiency reasons, the entering firm will
potentially be more productive, contributing to higher aggregate markups.

Combined, the decomposition shows that while the negative effect from a reallocation
of market shares between firms and the positive net effect of firms entering and exiting
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Figure 12: Sources of Markup Change: Industry level
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mostly offset each other, it is the pure markup growth within firms that seems to have been
the driving force behind the aggregate markup change over time. The same patterns were
found in Haldane et al. (2018) among UK firms, but differ from De Loecker et al. (2018)
who for US firms found that the reallocation of market shares between firms accounted
for about two-thirds of the aggregate markup change, while the remaining one-third was
explained by a pure markup change within firms.

From the expression of the decomposition above, it was shown that the reallocation
component is made up of a between term and a cross term. Similarly, the net entry
component consists of an entry term and an exit term. The contributions from these
particular terms are shown in Figure 11.

Interestingly, the disaggregation of the between component shows that the reallocation
term exhibits a slightly positive trend, increasing by 0.10 points from 1980 to 2017,
driving the aggregate markup upwards. The overall negative effect of the between
component is evidently rather explained by the negative cross term, which decreases over
time, depressing the aggregate markup. This implies that a positive change in markups
is associated with a fall in market share, which is consistent with the negative covariance
between markups and firm size. For the net entry component, it seems that the entry of
high-markup firms had a positive impact on the aggregate change over the whole time
period, while the exit of low-markup firms contributed positively only up to the mid-
2000s. After that, the exodus of firms had a negative impact on markups, possibly due to
mergers and acquisitions, i.e. that highly productive firms were bought by other firms.

DECOMPOSITION AT THE SECTOR LEVEL: The decomposition of the aggregate
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markup change over time can also be performed at the sector level. As the number of
industries are constant over time, the decomposition differs from the firm-level formula
in that there is no entry or exit of industries. It can be expressed as follows:

�Mt =
NX

j=1

sj,t�1�Mj,t

| {z }
within

+
NX

j=1

�sj,tMj,t�1

| {z }
between

+
NX

j=1

�sj,t�Mj,t

| {z }
cross

where �Mt is the change in aggregate markup in period t in levels, Mj,t is the markup of
sector j in period t and sj,t is each sector’s share of sales at time t. The within component
represents how the markup has changed within an industry, keeping the sales share of
the industry constant. If this effect is positive, it signals that the markup has increased in
most sectors, driving the aggregate markup up. The between component accounts for the
reallocation of sales shares between industries, keeping the markup level constant. If there
has been a compositional shift where high-markup industries have captured a larger slice
of the economy over time at the expense of low-markup industries, this component will
be positive. Finally, the cross component represents the joint effect of the pure markup
change within sectors and the compositional shift between sectors. The three effects are
plotted against the aggregate markup in figure 12.

The decomposition shows that the aggregate markup change at the industry level is
explained both by a pure markup change within each sector and a reallocation of shares
between sectors. The within component can clearly explain the volatility of the aggregate
markup, as the movements over time closely track the aggregate markup path. It confirms
that markups have risen in most industries. The between component seems to have some
explanatory power at least up until 2010, as it is steadily growing. The contributions
of these two effects are captured by joint effect, the cross term, which shows that a pure
markup growth within industries is associated with a positive compositional shift between
the industries. The decomposition confirms that while markups have increased across
sectors, there has also been a compositional shift between sectors, as the industries with
the highest markup growth over time (oil and gas, financials and telecom), also have seen
their share of the economy expand over time, as seen in figure 7.

The results in this subsection show that a decomposition of the aggregate markup trend
into different effects provide valuable insights to the understanding of what determines the
growth and variation in aggregate markups over time. At the firm level, the decomposition
shows that the evolution of aggregate markups in Norway is highly driven by markups
growing within firms, and less by a reallocation of shares from low-markup to high-
markup firms. At the industry level, the aggregate change seems to be driven by both the
pure markup change within sectors and a compositional shift of shares between sectors.
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5 ROBUSTNESS ANALYSES

In this section, I do a battery of robustness tests to investigate how sensitive my results are
to different specifications, including different production functions, data on profitability
among firms, as well as the inclusion of firms which are not publicly listed.

5.1 ALTERNATIVE SPECIFICATION: AGGREGATE ELASTICITY

The main results of the baseline markup is estimated using sector-specific output
elasticities. This is motivated by the assumption that goods are produced using
different production technologies across sectors, rather than all sectors sharing the same
technology. An alternative specification of the markup estimation is to restrict the output
elasticity from varying across industries. The markup can then be expressed as:

µi,t = ↵
Pi,tQi,t

P
V
i,tVi,t

.

where ↵ is now identical across industries, in contrast to ↵j in the baseline calculation.
The markups from the aggregate elasticity estimation is plotted together with the baseline
markup in Figure 13.

The two markup specifications display an almost identical trend, although the
assumption of an aggregate elasticity implies a lower level. This is due to the aggregate
elasticity being lower than if the elasticity is allowed to adjust across sectors.

5.2 ALTERNATIVE SPECIFICATION: TRANSLOG PRODUCTION
FUNCTION

The baseline markup is calculated using a Cobb-Douglas production function with time-
invariant output elasticities. This is the dominant specification found in the markup
literature. Another production function commonly used is the so-called translog function,
which permits the output elasticity to vary over time. Such time variation might be
realistic, considering that the sample spans almost 40 years.

I specify the following translog production function:

q
o
i,t = ↵1,j,tvi,t + �jki,t�1 + ↵2,j,tv

2
i,t + �2,j,tk

2
i,t�1 + !i,t + "i,t (15)

q
o
i,t is the observed value of total sales, while vi,t and ki,t�1 represent variable inputs and

the capital stock, respectively. !i,t and "i,t is the productivity term and idiosyncratic error
term, respectively, as before. In contrast to eq. (5), this specification also includes v2i,t and
k
2
i,t�1, the squared terms of variable input and capital.

This implies that the output elasticity is time-varying and a function of variable inputs:

✓
v
i,t = ↵1,j,t + 2↵2,j,tvi,t

Following the literature, the interaction term between variable input and capital is
exempted. This is done in order to minimize the adverse effects of possible measurement
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Figure 13: The Evolution of Markups (1980-2017): Aggregate Elasticity versus Sector-
Specific Elasticity
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The aggregate markup from the translog specification is plotted against the baseline
markup in Figure 14. The growing trend of the translog specification is remarkably similar
to the baseline markup. Both fall slightly in the beginning of the 1980s, before increasing
from 1985. After stabilizing in the 1990s, both markups grow rapidly from 2000. The
minimal difference between the two production function specifications is consistent with
Calligaris et al. (2018) and De Loecker and Eeckhout (2017). Moreover, the similarity
between the two production specifications imply that the output elasticity has not changed
noteably over time. Thus, assuming a translog production function instead of a Cobb-
Douglas does not alter the main result in this thesis: markups in Norway have grown over
time.
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Figure 14: The Evolution of Aggregate Markups (1980-2017): Translog Specification
versus Baseline Cobb-Douglas Specification
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5.3 MARKUPS AND FIRMS’ PROFITABILITY

Markups in Norway have been documented to increase by about 24 percent since
1980. Higher firm-level markups indicate that the margin between output price and
variable costs of production has increased. Firms charge a higher price for their goods
than what is needed to cover the variable costs of producing those goods. However,
increasing markups may not represent improved profitability, if fixed costs have grown
proportionally. In the case of rising fixed costs, firms would need to charge a high price to
recoup these, irrespective of the relatively low variable costs. Fixed costs could increase
if the firm invested in expensive technology that would enhance productivity in the long
term. New technology would require a one-time investment which would increase fixed
costs, while possibly reducing variable costs as the production becomes more efficient.
An example is the production of software, which incurs high costs upfront, but which can
be produced relatively inexpensive thereafter (De Loecker and Eeckhout, 2017). In the
face of rising fixed costs, markups will be high without firms necessarily extracting high
profits or exerting welfare-inhibiting market power. Although markups is the most direct
measure of market power, the relationship can be further confirmed by examining how
markups have developed compared to firms’ profitability over time. Higher firm-level
profits would signal that rising markups enable firm owners to extract higher profits, and
not to recoup higher fixed costs.

The dataset contains a variable on profits, but as it is measured from the cost of goods
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Figure 15: The Evolution of Aggregate Markups and Market Capitalization as a Share of
Sales (1980-2017)
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sold, it is of little help in a comparison with markups. Rather, following Diez et al. (2018)
and De Loecker and Eeckhout (2017), another variable may be used as a measure of
firms’ profitability: firms’ market capitalization as a share of sales. This variable reflects
the firm’s profitability as it is the opportunity value of the dividends received by the
shareholder if he did not sell his shares. It can therefore be thought of as the discounted
sum of all future dividend payments. Although this measure may capture expectations
about future firm performance, it is considered a valid estimation of profitability in a large
sample of firms over time (De Loecker and Eeckhout, 2017). If market capitalization
increases together with markups, it serves as a confirmation of rising market power. The
firms’ markups and market capitalization as a share of sales are reported in Figure 15.

The graph shows that both markups and market capitalization rates have increased
over the time period. Market capitalization as a share of sales show a clear rising trend
over time, from 0.19 in 1980 to 0.73 in 2017, which is almost a fourfold increase. It
fell drastically in 2008, probably due to the financial crisis, but resurged from 2009.
The close association between the profitability of firms and markups evident from the
graph confirms that the rise in aggregate markups reflects increased firm profitability
and rising market power. The close association between profitability and markups is
highly consistent with the macro market power literature (Barkai, 2018; Diez et al., 2018;
De Loecker and Eeckhout, 2017). The growing trend of markups and firms’ profitability
over time may also be indicative of the redistributional implications of market power.
Profits are paid out to business owners, which tend to occupy the upper percentiles of the
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Figure 16: The Evolution of Aggregate Markups (1999-2018): Brønnøysund Dataset
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income distribution. Coupled with a declining labor share, growing markups may have a
regressive impact on income and wealth inequality (Ennis et al., 2017). Reconciling the
evidence of growing profit shares and declining capital and labor shares observed across
advanced economies in recent decades may suggest market power to be the causal driver.

5.4 ALTERNATIVE DATASET

Although publicly traded Norwegian firms have seen a rising markup trend in recent
decades, it may not represent the experience of the population of firms in Norway, which
includes mostly privately held firms. In order to test the robustness of my results, I
rely on a newly available dataset from the Brønnøysund Register Center, which includes
3,795,835 firm-year observations from 1999 to 2018. The markup trend observed for this
alternative dataset may be different for two reasons. On the one hand, the majority of firms
are relatively small compared to the sample of publicly listed firms, which according to
the literature and my own findings may indicate that markup levels may be higher, as the
covariance between firm size and markups has been found to be negative. On the other
hand, the sample of publicly listed firms may suffer from a selection bias, in that firms
listed at the Oslo stock exchange are ”survivors” and may thereby be inherently profitable
and productive.

Firm-level markups were estimated for the Brønnøysund population following normal
procedure. The aggregate share-weighted markup is plotted from 1999 to 2018 in figure
16.
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Over the course of 19 years, the markup has increased by about 88 percent, compared
to about 24 percent for the publicly listed firms over 38 years. The finding is consistent
with the literature in that the level of markups is higher for privately firms than publicly
listed firms (Weche and Wambach, 2018). However, whereas De Loecker and Eeckhout
(2017) found the markup growth rate among private firms to be lower than for publicly
traded firms, the opposite is found in my comparison of datasets.

It can also be noted that the Brønnøysund aggregate markup shows some clear spikes
compared to the benchmark markup. The first spike evident in the graph may be explained
by the lead-up and aftermath of the financial crisis. Moreover, the fall in 2013-2014 may
be due the drop in oil prices.

Testing whether the markup trend found among publicly listed firms is robust and
holds for the whole population of Norwegian firms clearly shows that the growing markup
pattern is highly consistent in both samples. This robustness test indicates that corporate
market power has been rising among all firms in Norway.
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6 MARKUPS, TECHNOLOGY, AND THE NATURAL RATE

OF INTEREST

The growing trend in aggregate markups identified in Norway matches similar patterns
documented across a wide range of advanced economies since the 1980s. A natural next
step would be to identify and explore potential causes for this evolution. As the first
systematic documentation of rising markups came from the US, it initially led scholars to
look for domestic and US-specific explanations, such as lax antritrust policy and market
regulations. However, as similar trends are increasingly being identified internationally,
attention is being redirected towards global driving forces.

Several potential explanations have been put forth. These include a larger productivity
dispersion across firms (Akcigit and Ates, 2019), the role of digitilization (Bessen, 2017;
Calligaris et al., 2018), as well as increased scale economies and global network effects
(Autor et al., 2017; Bessen, 2017). A specific transmission channel through which the
aforementioned drivers may affect the rise of market power is the decline in long-term
interest rates, which has been observed across countries since 1980. This is exactly what
I am going to investigate in this section.

In a framework proposed by Liu et al. (2019), interest rates are suggested to be the
common global factor which has contributed to larger productivity gaps across firms, a
reduction in business dynamism and increasing markups. In their model, firms engage in
a strategic competition game to gain the market leader position. Faced with lower interest
rates, both the market leader and the follower firm respond by increasing investment in
productivity-enhancing technology to improve their positions relative to each other. This
investment response is the traditional effect of lower interest rates. However, as interest
rates approach zero, the market leader has a stronger incentive to invest compared to the
follower. The mechanism is as follows: forward-looking firms are motivated to invest
due to the future flow of profits. Lower interest rates imply lower discounted future
cash flows, which raise the market value of all firms, but more so for the market leader.
The leader is closer to a high-payoff state, where investments will eventually pay off as
profits. The investment incentive is thus stronger for the leader, as is his marginal increase
in incentive following a further fall in interest rates. Due to the unequal investment
responses, the productivity gap between the leader and the follower widens progressively,
and the follower is discouraged from investing due to the low probability of catching
up with the leader. The expected marginal value of trying to overtake the leader is thus
low relative to the cost of investment. Thus, declining interest rates lead to asymmetric
investment responses among firms, widening the productivity gap and enabling the highly
productive market leader firms to raise their markups.

The decline in long-term interest rates may therefore act as a single transmission
channel which unifies several of the proposed mechanisms driving the rise in market
power. Firms with a productivity advantage are able to exploit the falling interest rates to
invest in R&D, raise the productivity gap further and consolidate their position as market
leaders.

To test whether the observed decline in global interest rates can explain the evolution
of markups, I will now explore the relationship between falling interest rates, productivity
and markups among Norwegian firms. Formally, I test the following hypothesis:
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Figure 17: Scatter Plots of Markups, Productivity and Interest Rates
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H1: The relationship between the natural rate of interest and markups is more negative
in firms with high productivity than in firms with low productivity.

A stronger negative correlation between interest rates and markups in highly
productive firms compared to low-productivity firms is an implication of the discussion
above. A decline in global interest rates spurs unequal investment responses, widening
the productivity gap between firms, and allows highly productive firms—so-called market
leaders—to benefit from rising markups.

Figure 17 provides some motivational evidence. The subplot on the left-hand side
plots markups against productivity at the firm level. I use firm-level productivity
estimates, which were calculated together with markups. The scatter plot shows a clear
positive association between markups and productivity at the micro level. The subplot
on the right-hand side in figure 17 plots aggregate markups against the US natural
interest rate. It documents that low interest rates are associated with high markups at
the macro level. Taken together, the plots in figure 17 might indicate that the secular
decline of interest rates triggers productivity growth, at least in some firms with certain
characteristics, which in turn allows them to charge higher markups. However, these
scatter plots only show reduced form relationships, and correlations at the macro level
are not necessarily equal to correlations at the micro level. Testing the hypothesis stated
above necessitates a more formal statistical analysis. This is what I will do next.
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6.1 ECONOMETRIC MODEL

To formally test the hypothesis of whether the natural rate of interest is more negatively
correlated with markups in highly productive firms, I estimate different specifications of
the following econometric model:

µi,j,t = �0µi,j,t�1 + �1agei,j,t + �2si,j,t + �3exporti,j,t + �4exiti,j,t + �5!i,j,t

+ �6age2i,j,t + �7s
2
i,j,t + �8export2i,j,t + �9!

2
i,j,t

+ �10!i,j,t ⇥ r
⇤
t

+ ↵i + ↵j,t + ui,j,t

where the firm-level markup, µi,j,t, is the dependent variable. As seen from the
econometric expression, the natural interest rate is interacted with firm-level productivity
!i,j,t, which serves as a proxy for firms with inherent market leader advantages. Thus,
the main parameter of interest is �10. For the natural rate of interest, r⇤t , the US natural
interest rate is used, as estimated by Holston, Laubach, and Williams (2017). This is
motivated by the extensive literature on the significance of US interest rates on small,
open economies (Gopinath, 2016; Justiniano and Preston, 2010; Adolfson et al., 2005;
Christiano et al., 2011). Other measures of international interest rates will subsequently
be included as robustness tests. There are several reasons why Norwegian interest rates
are not used. First, as a small and open economy, Norway is highly influenced by the
transmission of global aggregate shocks (Aastveit et al., 2016; Bergholt, 2015). Second,
even if Norwegian rates were to be used, they would most certainly be highly correlated
with global interest rates. Finally, as the analysis considers long-term trends rather than
short-term cycles, natural interest rates will be used instead of real interest rates, for which
there are no satisfactory measures in Norway.

A set of control variables is included to account for firm-specific characteristics and
for macroeconomic and sectoral developments. First, I will discuss the control variables
at the firm level. The age of firms, as measured by the number of years of existence, is
included due to the observed decline in the share of young firms across several countries,
as documented by Decker, Haltiwanger, Jarmin, and Miranda (2016) and Furman and
Orszag (2018). New evidence from Akcigit and Ates (2019) links the reduction in the
number of young firms to the secular increase in market power. Second, I control for the
size of firms. This is motivated by the documentation of rising market concentration in
several countries, where large firms have captured greater market shares over time (Autor
et al., 2017; Grullon et al., 2018; Gutierrez and Philippon, 2016). Higher concentration
levels have been interpreted as a symptom of rising markups (Eggertsson et al., 2018).
The third firm characteristic which is controlled for is the extent to which firms operate
in international markets. This is captured by exports, as measured by a firm’s sales
accruing from exporting as a share of its total sales. The effect of export intensity has been
studied by Haldane et al. (2018), Crespi, Criscuolo, and Haskel (2008) and De Loecker
and Warzynski (2012), who find that firms which are relatively more export-oriented
experience higher markup growth over time. The selection bias inherent in firms that
choose to export could potentially influence the estimates (Melitz, 2003). Fourth, an exit
dummy is included to control for the effect on markups from firms leaving the market. The
association between markups and firms’ exit status may be ambigious (Pavcnik, 2002).
On the one hand, firms may choose to leave the market if they fail to obtain profits, i.e.
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they have low markups. This would imply a negative correlation between markups and
exiting firms. On the other hand, firms about to leave the market may raise markups in
an attempt to recoup high fixed costs. In that case, there would be a positive association
between markups and exit. Finally, I include lagged markups as a firm characteristic. This
is a simple and robust way to control for omitted variables which may influence current
markup levels through their effect on historical markups. Note that by including lagged
markups I allow for dynamic markup effects from changes in natural interest rates. For
these firm-level variables, there could potentially exist non-linear relationships between
the characteristics and markups. To control for these, I not only include first-order terms,
but also second-order polynomials of the variables.

Next, in addition to the firm-specific characteristics mentioned so far, there is a broad
range of sectoral and aggregate factors that can potentially be relevant for the evolution
of markups and may thus end up in the error term if not included in the model. This may
give rise to an omitted variable bias in the estimates. To control for this in a general
and robust way, I do the following: first, firm-specific omitted explanatory variables
which do not vary over time, such as firms’ geographical location and which markets
they operate in, are controlled for by the inclusion of firm-specific fixed effects. Second,
I include industry-year fixed effects to control for shocks and trends at the sectoral and
aggregate level. Examples include macroeconomic cycles, structural trends across sectors
and changes in fiscal, monetary and antitrust policy. Note that both time-invariant firm
effects and industry-year effects are controlled for in a non-parametric and flexible way.
Moreover, the specification implicitly accounts for direct effects of the natural interest rate
on markups, both at the aggregate and sectoral level. Finally, all regression models are
estimated with Huber-White robust standard errors in order to allow for heteroskedasticity
and serial correlation in the residuals. Errors are clustered at the firm level.

In running the regression model, it is important to emphasize that I am estimating
correlations conditioned upon several controls. Causal effects should therefore be
interpreted with care. For example, there might very well be a simultaneity problem
due to a two-way causality between markups and other firm characteristics such as size.
Although the estimation will not provide evidence of any clear causal relationships, the
results may indeed be a reflection of them. The results from the econometric model is
reported in table 3.

In model (1), I estimate a simple regression model which, although in a naive way,
attempts to capture the relationship between firm-level markups on the left-hand side and
productivity and natural interest rates on the right-hand side. Several patterns emerge
from the model. First, the significance and size of the coefficient for lagged markups
indicate that there is a relative persistent dynamic in the evolution of markups. Second,
productivity is positively correlated with markups, while the natural interest rate is
negatively correlated with markups. These estimates are significant at the 1 percent level.
The negative coefficient of the natural interest rate (r⇤) implies that a falling r

⇤ correlates
with increasing markups. However, the specification is sensitive to omitted variables,
perhaps particularly at the aggregate level.

Therefore, in model (2), I include firm- and industry-year fixed effects. I do not
include r

⇤ in itself, but rather in interaction with productivity. Moreover, a non-linear
second-order term for productivity is added to explore whether the effect occurs at a
increasing or decreasing rate. This will test the hypothesis of the correlation between r

⇤
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and markups being stronger for highly productive firms.
First, it is evident that the positive correlation between productivity and markups

holds. It is still significant at the 1 percent level. The second-order term is decreasing,
but this non-linear effect is however only significant at the 10 percent level. More
interestingly, I find a negative coefficient for the interaction term between productivity
and r

⇤. I thus confirm the hypothesis stating that as r⇤ declines, markups increase more
in firms which are inherently more productive than in firms of low productivity. Note that
by non-parametrically controlling for fixed effects, the estimated coefficient of lagged
markups falls considerably. This may be explained by the fixed effects capturing all the
dynamics in markups that is due to sectoral and macroeconomic developments.

Model (3) is the benchmark model. Here, I also control for the firm-specific
characteristics. The estimation shows that the interaction term between productivity and
r
⇤ is still negative and significant at the 1 percent level. Moreover, a few insights can

be extracted from the coefficients of the firm characteristics. First, there is no significant
correlation between firm age and markups. Second, the relation between firm size and
markups is highly significant: the coefficient is negative, but at an increasing rate. This
implies a U-shape, which indicates that if the firm is large enough, the relationship
between firm size and markups will be positive. Given the estimates in model (3), the
relationship between firm size and markups is positive if:

@µi,t

@si,t
= �5.46 + 2 ⇤ 14.79 ⇤ si,t > 0,

that is, if si,t > 0.18. However, almost no observations come with firm size of that level.
This finding is also consistent with the negative covariance between markups and firm size
documented in section 4.2. Third, considering firms’ export intensity, the first-order term
is positive, while the second-order term is negative. Both are highly significant. But again,
there is almost no firms with high enough export intensity so that the second-order effect
dominates. The relationship between export intensity and markups is therefore positive,
which is consistent with the literature. Fourth, I find that firms which exit the market have
somewhat higher markups than others firms. This is consistent with the interpretation
that firms about to exit the market increases markups to recoup losses. However, this
relationship is only significant at the 10 percent level.

Next, I conduct a battery of robustness tests to investigate how sensitive the interest
rate-productivity interaction is to alternative specifications. Model (4) uses the European
natural interest rate instead of the US rate. Although US interest rates are considered to
be of particular importance for the Norwegian economy, Norway’s share of trade with
Europe is greater than with the US. The model will thus test whether the results hold for
the European natural interest rate, which is obtained from Holston et al. (2017). Indeed,
it is shown that the interaction term between the European r

⇤ and productivity is highly
significant, with a coefficient similar to the US r

⇤. The next robustness test is specified
in model (5). Here, account is taken of the natural interest rate being non-observable,
but rather estimated. As r

⇤ is considered to be highly correlated with trends in GDP
growth, I will use US trend growth as a proxy. This series was also obtained from Holston
et al. (2017). As is seen from the estimates, the coefficient between trend growth and
productivity is still negative and highly significant. In model (6), I substitute the US trend
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growth with European trend growth and find that the results hold. Next, I want to zoom
in on the firms in the upper tail of the productivity distribution. This is done in model (7),
where I include a dummy taking the value 1 if the firm is found among the 90th percentile
of the productivity distribution, and 0 otherwise. The coefficients show that for the 90th
producitvity percentile, the correlation between the US r

⇤ and markups is higher than
among firms in the lower productivity percentiles. In model (8), I show that this finding
also holds when the European r

⇤ is used.
So far, productivity has been used as a continuous variable, i.e. as variation in

productivity levels across firms. However, productivity also has a shock, which can
be thought of as a shock to innovation. Therefore, in specification (9), I estimate the
model conditional on that shock to explore whether the negative relationship between
productivity and r

⇤ on markups still hold. To be sure, it is far from obvious that it should.
Assuming productivity to be exogenous, i.e. independent from r

⇤, the relationship should
not be significant. However, as the estimates show, I find a strong negative correlation.
Indeed, the coefficient is more than doubling. This may indicate that productivity is
an endogenous variable which depends on interest rates. This result is consistent with
endogenous growth theory, in that as interest rates decline, firms are induced to invest
in R&D, raising productivity levels. As a sanity check, in model (10) I test whether the
interaction with lagged productivity shocks is significant. This term should not be able to
explain markups, as the lagged shock occurred one period ahead. Indeed, the estimate is
not significant, and even changes sign. In model (11), I re-estimate the benchmark model,
but now with a dummy for firms occupying the 90th percentile of the size distribution.
The correlations for firms at either side of the tail is negative and significant, displaying
a slightly stronger effect for firms in the 90th percentile. The next percentile I want to
zoom in on is the 90th percentile of the markup distribution, estimated in model (12).
The correlations are still negative, although somewhat stronger for firms not in the 90th
markup percentile. Last, the 90th percentile of the productivity distribution is revisited
in model (13), but the specification departs from model (7) in that the dummy is not
only interacted with r

⇤, but also with productivity itself. In so doing, the effect of being
in the productivity tail can be quantified. The results show that while the correlation
is not significant when the dummy equals 0, the negative correlation holds for the 90th
percentile, at the 5 percent level.

To conclude this section, I find a significant negative correlation between markups and
the interaction effect between the natural interest rate and productivity, which holds across
all model specifications. This is consistent with the hypothesis that declining interest rates
lead to heterogenous investment responses at the firm level: highly productive market
leaders face a stronger incentive to invest in new technologies, thereby increasing their
productivity lead and markups. The results thus fit the story proposed by Liu et al. (2019).
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7 CONCLUDING REMARKS

This thesis documents the evolution of market power in Norway. Using micro data
on all publicly listed Norwegian firms, markups are estimated through a production
function approach, yielding a novel dataset of firm-level markups from 1980 to 2017.
The results suggest that corporate market power has been rising considerably, as the
aggregate markup has increased by about 24 percent since 1980. This secular trend
in aggregate markups reveals significant cross-sectional heterogeneity, however. The
markup distribution has become increasingly skewed with a fat upper tail of firms being
able to extract progressively higher markups, while the median firm has remained at a
mostly constant level. These high-markup firms are also documented to be of smaller
size, as the covariance between market share and markups is found to be negative.

Several decompositions are performed in order to shed light on the underlying sources
of aggregate markup growth. First, the change in markups over time seems to be driven
mostly by a pure markup growth within firms, rather than a reallocation of market shares
from firms with low markup to those with high markup. Second, at the sectoral level,
markups have increased across most industries, with financials and telecommunications
experiencing the greatest rise. Due to its sheer size in the Norwegian economy, the oil and
gas sector seems to be a considerable contributor to the aggregate markup growth. The
rise in aggregate markups is also found to track an increasing trend in the market value
of firms as a share of sales, which indicates that the evolution of markups implies higher
profitability and a consolidation of market power.

Potential explanations of the secular rise in markups is then explored. As a specific
transmission channel, global interest rates are analyzed, motivated by the model put forth
by Liu et al. (2019) in which falling interest rates are argued to have driven the increase
in global market power. I propose a hypothesis on how the decline in global interest
rates is more strongly associated with an increase in markups among highly productive
firms relative to low-productivity firms. This relationship is formally tested through an
econometric model, where I find a significant negative correlation between natural interest
rates and markups in highly productive firms, which confirms my hypothesis. The result
is robust to all model specifications. Although my empirical documentation does not
necessarily imply a clear causal relationship between markups, productivity and natural
interest rates, the results are at least consistent with such causal links, as argued by Liu
et al. (2019).

This thesis represents a first step towards understanding markups in Norway. A
fruitful avenue for future research will be to study their macroeconomic implications.
Recent literature (International Monetary Fund, 2019; Diez et al., 2018; De Loecker and
Eeckhout, 2017) has found rising markups to be associated with lower investment rates
and productivity, and hence lower output. Moreover, increasing market power has been
documented to have negative effects on the labor market, such as a declining labor share,
lower labor force participation and hampered labor flows. Relatedly, the implications
of rising markups on welfare and inequality is an understudied topic worthy of more
attention. Further research on how corporate market power affects these macroeconomic
variables in Norway will be valuable in the quest for understanding whether the various
secular trends observed in the global economy in recent decades may have had a common
cause.
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Another extension left for future research is to exploit the broad coverage of the
Brønnøysund dataset, which includes the whole population of Norwegian firms. In this
thesis, the dataset is used as a robustness test to detect whether the aggregate markups
found among publicly listed firms hold for the whole population of firms. Further
decompositions based on the dataset can be valuable: to analyze how markups have
evolved at the cross-sectional level and across industries, as well as to detect markup
patterns in relation to firm size and productivity. Although markups are found to increase
at the aggregate level for both datasets, the inclusion of small and privately held firms in
the Brønnøysund sample may reveal different pictures at more disaggregate levels.

Apart from leaving the macroeconomic implications relatively untouched, the thesis
may suffer from two main limitations. First, a careful treatment of firms’ fixed costs could
have provided insight into their potential role in increasing markups. As firms’ fixed
costs have been documented to increase on average across many countries, I could have
conducted several robustness tests where I could include them in the production function
either as part of variable costs as in Traina (2018) or as another factor of production,
as in De Loecker and Eeckhout (2017). Such a robustness test could further confirm
that increasing markups reflect market power and not only rising fixed costs. Second,
the thesis could possibly benefit from a more in-depth analysis of the dynamics at the
industry level. Instead of just treating the industry level as one of several decompositions,
I could have analyzed each industry separately by providing insights into sector-specific
developments over time, important M&As and case-studies of particular firms dominating
each sector.

The increasing market power detected in Norway and across a broad range of
advanced economies in recent decades is important for several reasons. Greater markups
imply higher prices and lower output, as well as a less efficient allocation of production
between firms. Furthermore, it implies that income is redistributed from consumers and
wage earners to business owners, further exacerbating the inequality of income and wealth
evident across many countries. Attention should therefore be directed towards possible
policy measures that can curb the exercise of market power and level the competitive
market ground. Antitrust regulations overseen by the competition authorities should better
correspond to the global nature of driving forces behind the evolution of markups. As
global drivers have been documented to have a significant impact on markups, a greater
degree of policy coordination across countries might be warranted. Moreover, central
banks should take note of the changing nature of market power, as higher markups may
have implications for the conduct of monetary policy.
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APPENDIX

A AGGREGATE MARKUPS, AVERAGE MARKUPS, AND

FIRM SIZE

Here I derive the link between aggregate and average markups used in the main text. One point of
departure is the difference between these two measures:

Mt � M̄t =
NtX

i=1

si,tMi,t �
1

Nt

NtX

i=1

Mi,t

The right-hand side can be expanded in the following way:

Mt � M̄t =
NtX

i=1

si,tMi,t �
1

Nt

NtX

i=1

Mi,t � s̄tM̄tNt + s̄tM̄tNt

=
NtX
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NtX

i=1

Mi,t +
NtX

i=1

s̄tM̄t

=
NtX

i=1

(si,t � s̄t)
�
Mi,t � M̄t

�

This is the expression in the main text. Moreover, the last summation is proportional to the sample
covariance between firm size and firm markups, the latter being given by,

1

Nt � 1

NtX

i=1

(si,t � s̄t)
�
Mi,t � M̄t

�
.

B A DERIVATION OF WITHIN, BETWEEN, AND NET

ENTRY COMPONENTS OF AGGREGATE MARKUPS

Here I derive the decomposition of aggregate markups used in the text. Importantly, it accounts
for the fact that the dataset is unbalanced, since some firms enter and exit the market in each
period. Variants of this decomposition have been used in different contexts, see, for example,
the application to productivity by Haltiwanger (1997). The point of departure is the definition of
aggregate markups, Mt =

PNt
i=1 si,tMi,t. Its growth rate can be decomposed into three parts,

each with a particular interpretation:

�Mt =
NtX

i=1

si,tMi,t �
Nt�1X

i=1

si,t�1Mi,t�1

=

0

@
N1,tX

i=1

si,tMi,t +

N2,tX

i=1

si,tMi,t

1

A�

0

@
N1,tX

i=1

si,t�1Mi,t�1 +

N3,t�1X

i=1

si,t�1Mi,t�1

1

A

=

N1,tX

i=1

(si,tMi,t � si,t�1Mi,t�1) +

N2,tX

i=1

si,tMi,t �
N3,t�1X

i=1

si,t�1Mi,t�1

The split into sub-samples is defined as follows: first, regarding period t, there are Nt = N1,t+N2,t

firms active. The number of incumbent firms (those that exist both in period t and t�1) is denoted
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N1,t, and the number of new firms (entrants) is denoted by N2,t. Second, regarding period t � 1,
there were Nt�1 = N1,t +N3,t�1 firms active in that period. Of these, N1,t firms were also active
in period t while the number of firms that exited after period t � 1 is denoted by N3,t�1. The net
change in the number of firms between the two periods is, therefore, �Nt = N2,t � N3,t�1. To
proceed, I first expand the sum involving firms that exist in both periods:

N1,tX

i=1

(si,tMi,t � si,t�1Mi,t�1) =

N1,tX

i=1

(si,t�1�Mi,t +�si,tMi,t)

=

N1,tX

i=1

(si,t�1�Mi,t +�si,tMi,t�1 +�si,t�Mi,t)

=

N1,tX

i=1

[si,t�1�Mi,t +�si,t (Mi,t�1 �Mt�1) +�si,t�Mi,t]

+

N1,tX

i=1

�si,tMt�1

The last equality adds and subtracts
PN1,t

i=1 �si,tMt�1, for reasons that will be clear below. The
next step is to expand the sum capturing firm entry:

N2,tX

i=1

si,tMi,t =

N2,tX

i=1

si,t (Mi,t �Mt�1) +

N2,tX

i=1

si,tMt�1

Here,
PN2,t

i=1 si,tMt�1 is added and subtracted. Third, I expand the sum with exiting firms:

N3,t�1X

i=1

si,t�1Mi,t�1 =

N3,t�1X

i=1

si,t�1 (Mi,t�1 �Mt�1) +

N3,t�1X

i=1

si,tMt�1

Now,
PN3,t�1

i=1 si,tMt�1 is added and subtracted. Finally, I combine all pieces and express the
aggregate markup change in the following way:

�Mt =

N1,tX

i=1

[si,t�1�Mi,t +�si,t (Mi,t�1 �Mt�1) +�si,t�Mi,t]

+

N2,tX

i=1

si,t (Mi,t �Mt�1)�
N3,t�1X

i=1

si,t�1 (Mi,t�1 �Mt�1)

+

N1,tX

i=1

�si,tMt�1 +

N2,tX

i=1

si,tMt�1 �
N3,t�1X

i=1

si,t�1Mt�1

Note that the three sums in the last row above add to zero, since

Mt�1

0

@
N1,tX

i=1

�si,t +

N2,tX

i=1

si,t �
N3,t�1X

i=1

si,t�1

1

A = Mt�1

0

@
NtX

i=1

si,t �
Nt�1X

i=1

si,t�1

1

A = 0

Once this is taken into account, I arrive at the decomposition used in the text:

�Mt =

N1,tX

i=1

si,t�1�Mi,t (within)
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+

N1,tX

i=1

�si,t (Mi,t�1 �Mt�1) (reallocation)

+

N1,tX

i=1

�si,t�Mi,t (cross)

+

N2,tX

i=1

si,t (Mi,t �Mt�1) (entry)

�
N3,t�1X

i=1

si,t�1 (Mi,t�1 �Mt�1) (exit)

Following De Loecker and Eeckhout (2017), I define as “between” the sum of reallocation and
cross, while “net entry” is defined as entry minus exit.
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